Impact of the nonstationarity of a supercritical perpendicular collisionless shock on the dynamics and energy spectra of pickup ions
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Both hybrid and full particle simulations and recent experimental results have clearly evidenced that the front of a supercritical quasi-perpendicular shock can be nonstationary. One proposed mechanism responsible for this nonstationarity is the self-reformation of the shock front being due to the accumulation of reflected ions. On the other hand, a large number of studies have been made on the acceleration and heating of pickup ions (PIs) but most have been restricted to a stationary shock profile only. Herein, one-dimensional test particle simulations based on shock profiles issued from one-dimensional particle-in-cell simulation are performed in order to investigate the impact of the shock front nonstationarity (self-reformation) on the acceleration processes and the resulting energy spectra of PIs (protons H+). Different shell distributions (variation of the shell velocity radius) are used. The contribution of shock drift acceleration (SDA), shock surfing acceleration (SSA), and directly transmitted (DT) PI’s components to the total energy spectra is analyzed. Present results show that (1) both SDA and SSA mechanisms can apply as preacceleration mechanisms for PIs, but their relative energization efficiency strongly differs; (2) SDA and SSA always work together at nonstationary shocks (equivalent to time-varying shock profiles) but SDA, and not SSA, is shown to dominate the formation of high-energy PIs in most cases; (3) the front nonstationarity reinforces the formation of SDA and SSA PIs in the sense that it increases both their maximum energy and their relative density, independently on the radius of PI’s shell velocity; and (4) for high shell velocity around the shock velocity, the middle energy range of the total energy spectrum follows a power law $E^{-1.5}$. This power law is supported by both SDA and DT ions (within two separate contributing energy ranges) for a stationary shock and mainly by SDA ions for a nonstationary shock. In both cases, the contribution of SSA ions is comparatively weak.


1. Introduction

The physics of collisionless shocks is a very broad topic in space and astrophysical plasmas. Shocks are of great interest since, within the shock transition, the bulk energy of the plasma is converted irreversibly into thermal energy [Tidman and Krall, 1971; Tsurutani and Stone, 1985; Lembègé, 1989; Lembègé et al., 2004]. The particular difficulty consists in identifying the main physical mechanisms responsible for this energy conversion and the resulting particle energization. One important application is concerning the formation of energetic pickup ions (PIs). It is well known that the shell radii of PIs are different for various types of shocks met in space plasmas as illustrated in Figure 1 [Lee et al., 1996]. Figure 1a corresponds to a cometary shock and shows that the ions picked up further from the comet nucleus, where the ionization rate is smaller, have been compressed and energized in the decelerating mass-loaded flow, whereas the greater number of ions near the bow shock are picked up by a slower wind due to the mass loading. Figure 1b shows for the termination shock (TS), that interplanetary ionized ions picked up in the inner heliosphere have been cooled in the divergent solar wind. Those pickup ions (PIs) form a thick shell with radii varying from small to large values in velocity space [Vasyliunas and Siscoe, 1976]. Figure 1c shows for the corotating interaction region (CIR) shocks, that the interplanetary ions picked up further from the shock have also been cooled but by a lesser amount in the inner
Figure 1. Pls and solar wind velocity space distributions in the plane \((v_z = 0)\) incident on (a) cometary, (b) termination, and (c) CIR shocks. The distributions are in the shock frame in which the solar wind (dark circle) is normally incident with speed \(u\). The pickup ion distributions are spherically symmetric about the solar wind with speeds of order \(v_{sw}\) in the solar wind frame [from Lee et al., 1996].
in presence of microinstabilities within the foot region [Muschietti and Lembège, 2006]. Extensively, for oblique (quasi-perpendicular) 1-D shocks and a realistic mass ratio, the self-reformation is again present but becomes controlled by the modified two-stream instability between the reflected ions and the incoming electrons [Scholer and Matsukiyo, 2004]. Since the self-reformation is a robust process, we choose to focus our attention in the present analysis on the impact of a self-reforming shock, in the most simple conditions, i.e., for a strictly perpendicular 1-D shock and low mass ratio (no pollution by oblique whistler waves or presence of microinstabilities), on the dynamics of PIs.

[5] Yang et al. [2009] have already investigated the ion acceleration at such self-reforming supercritical perpendicular shocks. Their studies have been focused on the impact of this shock front nonstationarity on SSA and SDA mechanisms, and their consequence on individual protons trajectory (introduced as upstream Maxwellian and shell distributions) and on their statistical behavior. However, the impact of shock front reformation on the particle spectrum has not been analyzed yet. This gave us the motivation for investigating the impact of shock front nonstationarity on PI’s energy spectra and on the relative contribution of SSA and SDA ions to this spectrum.

[6] This paper represents an extension of a previous work [Yang et al., 2009]. Herein, we use similar test particle calculations based on fields of shock profiles issued from one-dimensional PIC simulation (where nonstationary effects are self-consistently included) in order to address the following questions: (1) What is the impact of the shell radius variation on the occurrence and energization of SSA, SDA and DT ions? (2) How these SSA, SDA and DT ions compete each other in particular on their respective contribution to the total energy spectra? (3) What’s the impact of the shock front self-reformation on this competition?

[7] We note that in our model the test particle simulation of PIs is not fully self-consistent. The pickup ion scale shock structures, which may be important especially at heliospheric termination shock due to the highly relative density of pickup protons [Liewer et al., 1993; Lee et al., 2005b; Matsukiyo et al., 2007; Wu et al., 2009; Zank et al., 2010], are neglected here. Our present approach results from a compromise based on the results by Vasyliunas and Siscoe [1976] which indicate that the percentage of pickup protons to solar wind protons at 50AU is estimated to be 10% and increases linearly with distance from the sun; Then, the shock front microstructures of the CIR-associated shocks or CME-driven shocks at a few tens of AU away from the sun and their nonstationarity are self-consistently present and mainly driven by protons. In addition, our approach is also supported by the results from Chapman et al. [2005] and Lee et al. [2005b], who have investigated the impact of upstream PIs (10% with shell radius $V_{\text{shell}} = 25V_{\text{thp}}$ where $V_{\text{thp}}$ is the thermal velocity of solar wind protons) on the self-reformation process. The authors have shown that (1) the addition of 10% PIs does not modify the solar wind proton phase space and the dynamics of the self-reforming shock which is unchanged, (2) background protons dynamics proceeds essentially as in the absence of PIs, and (3) a subset of PIs reflect off the shock to form a weak and extended foot region which stands upstream of the shock and is quasi-stationary. However, the authors did not provide information on the relative contribution of SDA and SSA ions (both from PIs and solar wind protons) and their contribution in the resulting energy spectra. Our present simulations apply to the cases of relatively low percentage of heavy ions where self-reformation is not affected by the presence of PIs and is mainly driven by the solar wind protons. Furthermore, our approach presents the advantage of relative simplicity, of low computer cost and allows us to perform a detailed parametric analysis and high statistical study necessary for computing the energy spectra for PIs with different velocity shells.

[8] This paper is organized as follows: In section 2, we briefly describe the numerical model used herein. Sections 3 and 4 present the simulation results at (1) fixed shock profiles and (2) time-evolving shock profiles, respectively. In section 5, we also discuss and compare our results with previous works. The main conclusions will be summarized in section 5.

2. Conditions of Numerical Simulations

[9] Investigating PI’s acceleration in the vicinity of a nonstationary shock requires a spatial range large enough for particles to do gyromotion before and after the shock, and a spatial resolution small enough to include the detailed physics for shock front microstructure varying during the self-reformation. We implement a combination of a 1-D PIC simulation to model the fields and a test particle simulation to follow the orbits of a large number of energetic PIs. First, we perform a one-dimensional PIC simulation similar to previous work [Lembège and Dawson, 1987; Lembège and Savoini, 1992; Hada et al., 2003], where the shock is initiated by a magnetic piston (applied current pulse). Therefore, the shock geometry is defined in the upstream frame: the shock propagates along the $\hat{x}$ direction and an upstream magnetic field $B_{\text{thp}}$ is applied along the $\hat{z}$ axis. All dimensionless quantities are indicated by a tilde “$\sim$” and are normalized as follows. The spatial coordinate is $\tilde{x} = x/D$; velocity $\tilde{v} = v/v_{\text{pe}}\Delta_{\text{pe}}$; time $\tilde{t} = t/T_{\text{pe}}$; electric field $\tilde{E} = eE/m_{\text{pe}}v_{\text{pe}}\Delta_{\text{pe}}$; magnetic field $\tilde{B} = eB/m_{\text{pe}}v_{\text{pe}}\Delta_{\text{pe}}$. The parameters $\Delta_{\text{pe}}$, $\omega_{\text{pe}}$, $m_e$ and $e$ are the numerical grid size, the electron plasma frequency, the electron mass, and the electric charge, respectively. The plasma conditions are similar to those used by Hada et al. [2003] and Yang et al. [2009]. All basic parameters are summarized as follows: the size of the plasma simulation box $L_x = 4096$; velocity of light $c_h = 3$, and mass ratio of proton and electron $m_{\text{p}}/m_{\text{e}} = 84$. In order to achieve reasonable run times and simulation domains a ratio of $\omega_{\text{pe}}/\Omega_{\text{ce}} = 2$ to be used as by Matsukiyo et al. [2007]. Initially, the particle density is in each grid $n_{\text{p}} = n_{\text{e}} = 50$. The electron/ion temperature ratio is $T_e/T_i = 1.58$. The ambient magnetic field is $B_0 = 1.5$. The shock has an averaged Alfvén Mach number, $M_A = V_{\text{shock}}/V_A = 5.2$ where the upstream Alfvén velocity $V_A$ is equal to 0.16; the averaged $V_{\text{shock}}$ value is measured over several cyclic self-reformations. For these initial conditions, the upstream plasma parameters are summarized in Table 1 for both electrons and protons.

[10] Second, we follow the full motion of test particle PIs interacting with the electromagnetic fields of a shock profile issued from the above PIC simulation. In order to analyze the impact of a varying $V_{\text{shock}}$, shell distributions of PIs are released with different shell radii from $V_{\text{shell}} = 5V_{\text{thix,y,z}}$ to $48V_{\text{thix,y,z}}$, where $V_{\text{thix,y,z}}$ is the proton thermal speed in our
PIC simulation; note that the value $48 \vec{V}_{thx,y,z}$ almost corresponds to the shock velocity. We will consider pickup protons ($\text{H}^+$) only. Those test particles (50 particles per cell) are initially distributed far upstream (at 100 grid cells away from the ramp). Our test particle simulation can be separated into three parts. In the first part (fixed shock profiles), we choose three typical shock profiles at three different times within one self-reformation cycle, and we analyze separately the PI’s spectra at these shock profiles. Herein, the propagating shock is injected with a velocity equals to that measured in the PIC simulation; its instantaneous Mach number can differ from the average value $M_A = 5.2$ (section 3). In the second part (time-varying shock profiles), we will investigate the spectra of PIs interacting with a continuously time-evolving shock, while the shock is self-reforming (section 4.2). The simulation time covers about five successive reformation cycles of the shock front.

### Table 1. Upstream Plasma Parameters Defined for the PIC Simulation

<table>
<thead>
<tr>
<th></th>
<th>Electrons</th>
<th>Ions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal velocity ($\vec{V}_{thx,y,z}$)</td>
<td>0.2</td>
<td>0.017</td>
</tr>
<tr>
<td>Debye length ($\lambda_D$)</td>
<td>0.2</td>
<td>0.16</td>
</tr>
<tr>
<td>Larmor gyroradius ($\beta^*)$</td>
<td>0.4</td>
<td>2.91</td>
</tr>
<tr>
<td>Inertia length ($\vec{\zeta}_{ia}$)</td>
<td>3.0</td>
<td>27.5</td>
</tr>
<tr>
<td>Gyrofrequency ($\Omega_i$)</td>
<td>0.5</td>
<td>0.006</td>
</tr>
<tr>
<td>Plasma frequency ($\omega_p$)</td>
<td>1.0</td>
<td>0.11</td>
</tr>
<tr>
<td>Gyroperiod ($\tau_i$)</td>
<td>12.55</td>
<td>1055.46</td>
</tr>
<tr>
<td>Plasma beta ($\beta^*$)</td>
<td>0.0355</td>
<td>0.0225</td>
</tr>
</tbody>
</table>

3. Dynamics of PIs in Fixed Shock Profiles

[11] The time evolution of the perpendicular shock is shown in Figure 2a, which plots the main magnetic component $\vec{B}_z$ issued from the 1-D PIC simulation (different colors correspond to different reformation cycles). The shock is in supercritical regime characterized by noticeable foot, ramp and overshoot, and its front is nonstationary (self-reformation). As the shock propagates, more and more ions are reflected by the ramp and accumulate in the foot with a percentage relatively high so that the foot amplitude increases and reaches a noticeable value ($\sim$ the half of the “old” ramp). Then, a “new” shock ramp builds up and starts reflecting new incoming ions. The foot amplitude still increases and a “new” shock front is well formed. Simultaneously, the previous (“old”) shock front becomes weaker and weaker and stays located downstream of the “new” front. The self-reformation is characterized by a cyclic period about $1.73T_{ci}^{-1} (= 0.28T_{ci})$, where $T_{ci}$ is the upstream ion gyroperiod. During this self-reformation, not only the amplitude of the overshoot and the foot varies relatively, but also the spatial scales of the ramp and the foot do.

[12] In order to investigate the dynamics and energy spectrum of PIs in different shock profiles, three typical shock profiles (I, II and III) are selected within one self-
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reformation cycle (from $i = 1692$ to 1968, i.e., the 5th cycle) and are shown in Figure 2b. Profiles I, II and III represent the snapshots of $B_x$, $E_y$ and $E_z$ at $t = 1752$, 1800 and 1856, respectively. In profile I, the shock overshoot and the cross-shock potential (or $E_z$ field) at the ramp almost reach their maximum. The ramp, denoted by “O” (as “old”), is quite steep. In profile II, the shock front includes the ramp “O” and a noticeable foot amplitude which is about one third of the overshoot. In profile III, the amplitude of the old ramp “O” has strongly decreased. Simultaneously, the foot amplitude reached the half of that of the overshoot and become much broader than before. The ramps “O” of profiles I, II and III are at $X = 5541$, 5573, and 5607, respectively, and their corresponding measured “instantaneous” velocities are $3.9V_A$, $4.69V_A$ and $5.08V_A$. Their shock front widths (including foot and ramp) are about $1.2\epsilon\omega_{pis}$, $1.7\epsilon\omega_{pis}$ and $2.4\epsilon\omega_{pis}$ and are measured from the upstream edge of the foot to the peak of the magnetic overshoot; the upstream edge of the foot is defined as the location where the magnetic field has increased by 6.67% over its upstream value [Burgess et al., 1989; Yang et al., 2009].

Figure 3a shows the phase space $V_{ix}$ versus $\dot{X}_i$ of the PIs with different initial shell radii $V_{shell} = 5, 10, 28$ and $48/V_{thix,y}$ from top to bottom in each column, for profile I, II and III, respectively. Corresponding magnetic field $B_x$ and electric field $E_z$ are also shown for reference. Incident ions can be divided into three groups as done by Yang et al. [2009]: reflected SDA ions (red dots), reflected SSA ions (green dots) and DT ions together with incoming ions (black dots). More specifically, we first separate the upstream ions into two groups in each case: the reflected (R) ions and directly transmitted (DT) ions. The selected reflected ions must satisfy the following criteria: (1) these are located upstream the ramp, i.e., $\dot{X}_i > \dot{X}_{ramp}$; and (2) their velocity $V_{ix}$ must be larger than the shock velocity $V_{shock}$. Second, the R ions can be divided into two subpopulations by using a simple criterion used by Lever et al. [2001]: the SDA ions are primarily reflected by the Lorentz force; that is, these verify $E_x < (V_{ix}B_y - V_{iz}B_y)/c$ in the ramp. SDA ions do return upstream once before passing through the shock front. In contrast, the SSA ions are primarily reflected by the electrostatic force; that is, these verify $E_z \geq (V_{iz}B_y - V_{ix}B_y)/c$ in the ramp. When crossing the shock front, DT ions go downstream without any reflection, and only get a bulk velocity downstream. In contrast, reflected ions are accelerated and become the most energetic. Main results are as follows: (1) for small shell cases (first and second rows of Figure 3a), DT ions are invisible in profile I (i.e., all PI's ions are reflected), emerge in profile II, and become noticeable in profile III; the occurrence of DT ions is facilitated by high $V_{shell}$ values; (2) SDA ions are always evidenced whatever are the $V_{shell}$ value and the shock profile; (3) for large shell cases (third and fourth rows of Figure 3a), more SSA particles are evidenced in profile I rather than in profiles II and III; (4) the upstream spatial range where reflected ions extend (both for SDA and SSA PIs when these are evidenced) is large as the shock profile is steepy (profiles I and II), but strongly decreases as the foot amplitude and its width increases (profile III); indeed the fields amplitude at the ramp is lower and the reflection efficiency is weaker; (5) however, this spatial extension range largely increases upstream with $V_{shell}$ whatever the shock profile is. In other words, both the $V_{shell}$ value and the nonstationarity of the shock front play the role of filters in terms of reflection efficiency and of respective formation of SSA and SDA ions: Figure 3b shows the density profiles of each SDA (red), SSA (green), and incoming and DT (black) ion population for each case considered in Figure 3a. These plots clearly evidence several features: for all profiles, SDA PIs strongly accumulate (higher local density) for low $V_{shell}$ over a relatively short foot region which largely expands upstream as $V_{shell}$ increases (lower local density) (Figure 3a). For profiles I and II, the width of this foot is much larger than that due to the background protons only; in contrast, the PI’s foot for profile III can be shorter than (Figure 3a, first panel), comparable to (Figure 3a, second panel) or larger than (Figure 3a, third and fourth panels) that of background protons; local SDA PI’s density decrease in the downstream region as shell $V_{shell}$ increases. In the case of profile II (steep ramp with an increasing foot), this density drastically decreases just after the ramp (local density of SDA PIs is almost suppressed as shown for profile II in Figure 3b), especially at low energy cases. The downstream distance (from the shock front) over which this decrease takes place increases with $V_{shell}$ since DT PIs succeed to penetrate further downstream.

Figure 4a) helps the formation of monoenergetic type spec-
Figure 3. (a) Phase space plots ($V_{ix} - \bar{X}$) of PI’s ions (incoming and DT ions (black), SDA reflected ions (red), SSA reflected ions (green)) with different initial shell velocities $V_{\text{shell}} = 5, 10, 28$ and $48V_{\text{thix,y,z}}$ at the three shock profiles I, II, and III selected within the fifth reformation cycle. For reference, shock profiles are also shown in each panel. Vertical dashed lines indicate the old (“O”) ramp locations of the different shock profiles. (b) Density profiles of each SDA (red dots), SSA (green dots), and incoming and DT (black dots) ion population for each case considered in Figure 3a.
trum of SSA ions (bump shape centered around $E_k = 40$ Mev); in the other cases, the spectrum of SSA ions (when these can be evidenced) is quite broad.

[18] 4. The SDA ions always dominate in the high energy tail ($E_k > 100$ Mev), whatever are the $V_{\text{shell}}$ value and the shock profile.

[19] In summary, the filtering effects previously mentioned (corresponding to $V_{\text{shell}}$ variations and to the shock front nonstationarity) play a key role in the relative contribution of the different populations to the total energy spectrum and in their resulting efficiency of ion energization. One important point is that SDA ions, and not SSA ions, always bring a

---

**Figure 4.** (a–c) Energy spectra of PI’s ions corresponding to the cases shown in Figure 3a. Red, green, and black dots indicate the contributions of “SDA,” “SSA,” and “DT plus incoming” ions to the total spectra (blue solid curve), respectively. The black dots in first and second panels (Figure 4a) correspond to upstream reference spectra since no DT ions are evidenced in Figure 3a (profile I first and second panels).
4. Dynamics of PIs in Time-Varying Shock Profiles

4.1. Ion Maxwellian Distribution

[20] In this section, we perform a test particles simulation analysis complementary to our previous work [Yang et al., 2009] by investigating in details the energization of SDA and SSA ions interacting with a continuously self-reforming shock profile shown in Figure 2a. We use an incident ion Maxwellian distribution with a thermal velocity \( V_{\text{thix,}\perp} = 0.017 \) identical to that used in our previous PIC simulation. The test particles are initially distributed far upstream away from the shock (from \( X_i = 4637 \) to \( X_i = 6007 \) with 50 particles per cell) at a chosen time \( t = 628 \) of the PIC simulation. At that time, the shock front is well formed and its non-stationarity has already started. We identify each SDA, SSA and DT ion population by using the same method as in our previous paper [Yang et al., 2009]. The method is now improved by using instantaneous shock velocity instead of the time-averaged shock velocity measured at the ramp. Within one self-reformation cycle, the “old” ramp is continuously tracked in time until the “new” ramp is strong enough to reflect new incoming ions.

[21] Let’s restrict our attention to the 5th reformation cycle. Figure 5a shows the shock profiles (\( B_\perp \) and \( E_\perp \)) and phase space plots (\( \langle V_\perp \rangle \) at the beginning time (\( t = 1692 \)) of the 5th reformation cycle. We have removed the particles which have already encountered the shock ramp (i.e., located already behind the ramp), and begin to count separately the number of reflected (R) ions (i.e., SDA and SSA) and directly transmitted ions at the old ramp (marked by “O”) in each time step. Figure 5b shows similar plots in the end of 5th cycle (\( t = 1968 \)). After that time, the 6th reformation cycle starts and the new ramp (marked by “N”) begins to reflect new incoming ions. In this panel, all ions which have been reflected by the old ramp are marked by green dots. During this cycle, the count of R and DT ions in each time step at the old ramp are defined by \( N_R \) and \( N_{DT} \), respectively. The count of particles nipped between the old ramp and the new ramp are defined as \( N'_{DT} \). Those nipped ions also include DT ions, and they will go downstream without any reflection at later time. Figure 5c shows the percentage of SDA and SSA particles versus time. The percentage for each population at each time step is calculated as: \( \% \frac{N_R}{N_{total}} \times 100 \% \), where \( N_{total} = N_R + N_{DT} \) correspond to the total number of incident ions having interacted with the old ramp during the fifth reformation cycle; \( N_R \) and \( N_{DT} \) values are measured at the end of the cycle (\( t = 1968 \)). Main results are as follows:

[22] 1. Results again confirm that the density of SSA ions is always much lower that of SDA ions (factor 20);

[23] 2. We found two typical time stages: in the first half stage of the reformation cycle (from \( t = 1692 \) to \( t = 1816 \)), the old ramp can generate both SDA and SSA ions. In contrast, in the second half stage (from \( t = 1816 \) to \( t = 1968 \)), there are no new SSA particles at the old ramp. The decrease of the cross-shock potential affects more rapidly SSA than SDA ions. SDA percentage keeps in increasing before the cycle ends but starts slightly saturating at late time of the cycle.

[24] 3. The total kinetic energy versus time calculated for each population (Figure 5d) increases for both SSA and SDA ions, respectively, until \( t = 1805 \) and \( t = 1850 \), and decreases afterwards. It implies that the energization process itself is finished before the end of the cycle. SDA ions are still formed (Figure 5c) but these are much less energetic. This is due to the decrease of the fields amplitude at the ramp “O” before the new ramp “N” becomes strong enough to start reflecting a new set of upstream ions.

[25] 4. The corresponding average kinetic energy for each population (Figure 5e) shows comparable values for SSA and SDA ions. This statistical average is performed separately with respect to the number of ions identified in each SDA and SSA ions populations. Present results show that the ions energization is quite efficient only during a fraction (approximately 1/3) of the self-reformation cycle since the average kinetic energy increases but saturates almost simultaneously for both populations around time \( t = 1790 \). This time corresponds to that for which the time variation of the relative percentage of SSA and SDA ions separate each other (Figure 5c). Previous works [Lembège and Savoini, 1992; Yang et al., 2009] have shown that the density of reflected ions varies in time with a period equal to that of the shock front self-reformation cycle. In addition, present Figure 5 demonstrates that, within this cycle, the energization efficiency is not shared equally by SDA and SSA ions but strongly differs for each reflected ions population.

4.2. Ion Shell Distribution (Pickup Ions)

[26] Secondly, we investigate the pickup ion spectrum for a long time range covering at least five self-reformation cycles and where PIs interact with a continuously time-evolving shock. Test particles are distributed evenly within a wide region \( 4637 < X_i < 6007 \) at a chosen starting time \( t = 628 \). At that time, the shock front is released and propagates with its instantaneous shock velocity (instead of its time-averaged velocity measured at the ramp), and the simulation continues until time \( t = 1856 \). Figure 6a shows the spectra of PIs for shell distributions with different initial shell radii (\( V_{\text{shell}} = 5, 10, 28 \) and \( 48\langle V_{\text{thix,}\perp} \rangle \)). The time averaged energy spectrum of PIs is calculated from upstream \( (X_{\text{ramp}} + 300) \) to downstream \( (X_{\text{ramp}} - 600) \) at the ending time \( t = 1856 \) during the 5th cycle. By that time, all upstream particles have interacted with the shock front over a long time range (\( \sim 1 \tau_{ci} \) at least) and are located downstream. Figure 6a shows the corresponding downstream PI’s spectra calculated from the ramp to far downstream \( (X_{\text{ramp}} - 600) \) in the upstream frame. The comparison with results obtained in the fixed shock regime (section 3) leads to the following statements:

[27] 1. The self-consistent nonstationary effects do have two striking features. First, the self-reformation largely increases the contribution of SSA ions in the total spectrum whatever the \( V_{\text{shell}} \) value is (Figure 6a); this is particularly noticeable for small \( V_{\text{shell}} \) cases where SSA ions have been absent or rare for a fixed shock profiles (first and second rows of Figure 4). However, this reinforcement of SSA ions is only relative since SDA ions are clearly dominant in most cases. Second, the self-reformation sustains quite well the formation of monoenergetic SSA PIs for high \( V_{\text{shell}} \) case (fourth panel of Figure 6a). This means that such a population mainly evidenced for the fixed shock profile I (fourth
panel of Figure 4a) still persists in presence of nonstationary effects.

The energy spectrum of each population (and the resulting total spectrum) shrinks as $V_{shell}$ increases. This shrinking is particularly pronounced for SSA ions, but is larger for SDA and DT ions. It is also more pronounced with respect to the fixed shock profiles cases (Figure 4).

Figure 6b shows the corresponding downstream PI’s spectra calculated from the ramp to far downstream ($X_{ramp} - 600$) and measured in the shock rest frame. The use of this frame allows to stress more clearly some important features and facilitates the comparison with previous works using the same frame. The total spectra (blue curve) exhibit some slopes variation (shoulder) at locations marked by downward arrows B and C. Let us note that B and C also correspond to the energy value where the contribution of SDA and DT ions separate each other (at least for low $V_{shell}$ cases), and where the contribution of SSA ions is almost zero (SDA only becomes dominant). Present results stress the following features:
As $\tilde{V}_{\text{shell}}$ increases, both B and C locations shift to higher energy.

Low, middle, and high energy ranges of the total energy spectra (blue curve) are defined by ranges (I–A), (A–C), and (C–D), respectively, where the arrow A corresponds to the energy value where the total density is maximum, the arrow I to the initial kinetic energy and the arrow D to the high energy cutoff. For convenience of presentation, these ranges are denoted by different gray scale highlights, in order to compare with results obtained in previous papers [Zank et al., 1996; Burrows et al., 2009]. A dashed line representing a $E_k^{-1.5}$ power law has been plotted for reference over the computed spectrum within each panel of Figure 5b. Present results show that two slopes may be defined in the middle energy range within A–B and B–C ranges in particular for low $\tilde{V}_{\text{shell}}$ cases (first and second panels of Figure 6b). But, these slopes reduce almost to one which corresponds to that defined within the A–B range for high $\tilde{V}_{\text{shell}}$ cases (third and fourth panels of Figure 6b), since the middle energy range strongly shrinks as $\tilde{V}_{\text{shell}}$ increases. In order to illustrate the
slopes variation with $V_{\text{shell}}$, we concentrate herein on that defined within A–B range used as a reference. The important feature is that the total energy spectrum follows a power law in this range, whose index varies from 2.3 to 2.2, 1.5 and 1.52 as $V_{\text{shell}}$ increases (Figure 6b). Let us remind that the highest value $V_{\text{shell}} (~48V_{\text{thcxy,z}} = 0.81)$ almost corresponds to the shock velocity ($V_{\text{shock}} = 0.83$). Then, a good agreement is reached with the power law $E_k^{-1.5}$ obtained by Burrows et al. [2009] for similar $V_{\text{shell}}$ case (equal to the shock velocity). However, a full agreement is not obtained yet, since Burrows et al. [2009] found that the key acceleration process is SSA, while present results show the dominance of SDA process in comparable (middle) energy range. Further analysis is still under active investigation to clarify this point.

3. Within the middle energy range (A–C), the contribution of the different ions populations to the total spectrum strongly varies according to the $V_{\text{shell}}$ case. DT and SSA PIs alternate dominate for low $V_{\text{shell}}$ cases (the sets of black and green dots cross each other in first and second panels of Figure 6b) while SSA PI’s contribution becomes poor for high $V_{\text{shell}}$ case. Moreover, for high $V_{\text{shell}}$ cases (third and fourth panels of Figure 6b), DT and SDA ions dominate in range (A–B), but SDA ions dominate in range (B–C) for Figure 6b (third and fourth panels). For low $V_{\text{shell}}$ case (Figure 6b, first panel), SDA and SSA ions have a comparable contribution around arrow C; within the frame of the present analysis, this represents the only case of a noticeable contribution of SSA to the formation of energetic PIs.

5. Discussions and Conclusions

In this paper, we have used test particle simulations where the fields of a nonstationary shock are issued from a 1-D PIC self-consistent simulation in order to analyze the effects of the shock front nonstationarity and of a varying initial energy of the shell distribution on the dynamics and the resulting energy spectrum of PI’s ions at a supercritical perpendicular shock. Herein, the front nonstationarity corresponds to the shock self-reformation due to the accumulation of reflected ions, as evidenced in previous PIC and hybrid simulations. We have investigated in details the contributions of each energization process (SDA, SSA and DT ions) to the total energy spectrum. Three comparative approaches have been followed and are based on (1) fixed shock profiles chosen at different times of a given self-reformation cycle (including foot and ramp) to be analyzed gradually (spatial scales and amplitudes) on the energy spectra. The second case allows the impact of self-consistent nonstationarity effects to be analyzed in order to approach more realistic conditions. Main results can be summarized as follows:

1. According to the results obtained at fixed shock profiles (first case), SSA ions only appear for relatively large shell cases whatever the shock profile. In addition, the maximum density of SDA and SSA ions in the middle energy range of the spectrum decreases as the shock front width (including foot and ramp) increases from profiles I to II. This decrease is more clearly evidenced between profiles I and II. [35] 2. SSA and SDA still work together at nonstationary shocks (second case) but their relative contribution to the total spectrum strongly varies versus the initial shell radius and the energy range under consideration within this spectrum. [36] 3. A power law type $E_k^{-1.5}$ is recovered in the middle energy range of the total spectrum for high $V_{\text{shell}}$ values (in particular as $V_{\text{shell}}$ value is around the shock velocity) in agreement with previous works. However, this agreement is only partial since SDA, and not SSA, process reveals to be the most efficient mechanism in the formation of energetic PIs. The contribution of SSA PIs is comparatively weak. In all cases, SDA ions dominate in the high energy range. Moreover, a separate analysis based on an upstream Maxwellian distribution has shown that, while the density of reflected ions (SDA and SSA ions mixed) varies in time with a period equal to that of the shock front self-reformation cycle, the energization efficiency within this cycle strongly differs for SDA and SSA ions. In addition, the SSA process is quite efficient as the width of the shock front is very narrow [Lever et al., 2001]. The self-reformation allows the shock front to reach such a very narrow width (the narrow ramp covering a few electron inertial lengths) and was expected to be in favor of dominant SSA process. However, the 1-D PIC simulation by Scholer et al. [2003] has stated that only part of the potential drop at the front occurs for relatively short times over a few electron inertial lengths and that coherent shock surfing is not an efficient acceleration mechanism for pickup ions at the low $\beta$ heliostrophic termination shock. Furthermore, this work did not compare the efficiency of SDA and SSA process for a given shock. Although present results do not strictly apply to the terminal shock (which has strong PI’s percentage), these illustrate more precisely that energetic SSA ions are only generated within one third of each reformation cycle. This feature can be related to the strong decrease of the cross-shock potential at the ramp taking place within the remaining two thirds stage of the cycle. Present results confirm quantitatively the argument on low contribution of SSA ions at reforming perpendicular shocks proposed by Scholer et al. [2003].

Our present results are based on 1-D PIC simulations of perpendicular shock where the front nonstationary is supported by the self-reformation mainly driven by the background protons only. This approach is motivated by the fact that this process has been shown to be quite robust and persist in monodimensional and multidimensional PIC and hybrid simulations for perpendicular and quasi-perpendicular shocks, and for low/high mass ratio and $\omega_{pe}/\Omega_{ce}$ ratio values. The most simple configuration (perpendicular shock) and low mass ratio have been chosen in order to avoid any pollution by whistler waves emission and presence of microstabilities. The impact of this self-reformation on PIs has been analyzed by considering the PIs as test particles. This approach applies to cases (such as CIR-associated shocks and CME-driven shocks beyond a few tens of AU) where the PI’s percentage is not high enough to affect the microstructures of the shock front and its nonstationary dynamics (self-reformation); no feedback effect of PIs takes place on the shock itself. In particular, present results cannot apply to the termination shock where the PI’s density is estimated as very high (about 20–25%). Self-consistent investigation of the termination shock including both particle species (background ions and PIs) will be necessary and is under active investigation.
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