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In space plasmas, charged particles are frequently observed to possess a high-energy tail, which is

often modeled by a kappa-type distribution function. In this work, the formation of the electron

kappa distribution in generation of parallel propagating whistler waves is investigated using fully

nonlinear particle-in-cell (PIC) simulations. A previous research concluded that the bi-Maxwellian

character of electron distributions is preserved in PIC simulations. We now demonstrate that for

interactions between electrons and parallel propagating whistler waves, a non-Maxwellian high-

energy tail can be formed, and a kappa distribution can be used to fit the electron distribution in

time-asymptotic limit. The j-parameter is found to decrease with increasing initial temperature

anisotropy or decreasing ratio of electron plasma frequency to cyclotron frequency. The results

might be helpful to understanding the origin of electron kappa distributions observed in space

plasmas. VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4865574]

I. INTRODUCTION

The velocity distribution of charged particles in space

plasmas like solar wind and planetary magnetospheres fre-

quently exhibits a non-Maxwellian high-energy tail.1–5 This

population is often modeled by a kappa-type distribution func-

tion, a list of which can be found in Ref. 6. A brief summary

of observations and related theories about kappa distributions

in space plasmas is given in a recent review by Pierrard and

Lazar.7 These kappa distributions might have important impli-

cations in wave-particle interaction processes,8–11 and under-

standing the origin of the high-energy tail and the kappa

distribution is an on-going research topic. Various mecha-

nisms, including those due to inhomogeneity12 or stochastic

acceleration due to plasma turbulence,13–17 have been pro-

posed to explain the formation of kappa distributions and the

related acceleration of charged particles. In this paper, we are

mainly concerned with the possibility of forming electron

kappa-type distributions due to interactions with plasma

waves.

One of the plasma wave modes that can give rise to

electron kappa distributions is whistler mode waves. Ma

and Summers14 solved the Fokker-Planck equation to deter-

mine the steady-state distribution of electrons and found

that for the given initial Kolmogorov-type wave power dis-

tribution, the distribution of electrons is found to be a kappa

distribution. Vocks et al.15 took a similar non-self-consist-

ent approach and solved Boltzmann-Vlasov kinetic equa-

tion for electron distributions due to interactions with

whistler waves, and reached at similar conclusions that

whistler waves can lead to formation of halo population of

electrons in solar wind. However, as pointed out by Yoon

et al.,16 one disadvantage of using a non-self-consistent

approach is that the solution of the steady-state distribution

depends on the choice of the wave power spectrum. Hence,

it is important to use a fully self-consistent approach to

investigate the formation of j-type distributions due to

interactions with whistler waves without assuming a pre-

existing specific wave power spectrum.

The evolution of electron distributions in generation of

whistler waves was treated in a self-consistent way by Gary

and Wang18 using particle-in-cell (PIC) simulations. The

authors showed that interactions between electrons and par-

allel propagating whistler waves preserve the bi-Maxwellian

character of electron velocity distributions through PIC sim-

ulations. No high-energy tail of electrons was reported by

Gary and Wang,18 which is probably due to the focus only

on the thermal part of the electron distribution by the

authors. On the other hand, Gary et al.19 used 2D PIC simu-

lations and demonstrated that in case of small parallel

plasma beta and oblique whistler waves, where Landau res-

onance becomes important, a high-energy tail in parallel ve-

locity distribution can be clearly developed. The resulting

distribution, however, cannot be modeled by a kappa

distribution.

The motivation of this study is to revisit the work by

Gary and Wang18 and to investigate, for the case of parallel

propagating whistler waves, whether a kappa distribution can

be used to better model the electron distribution in time-

asymptotic limit. We focus specially on the high-energy tail

of electrons formed in this process due to cyclotron resonant

interactions between electrons and whistlers. In Sec. II, we

briefly discuss our simulation model. A case study of the evo-

lution of electron distributions is presented in detail in Sec.

III A. A possible explanation of the difference between our

results and those of Ref. 19 is given. The dependences of the

j-parameter on the initial temperature anisotropy and the ra-

tio of the electron plasma frequency to cyclotron frequencya)Electronic mail: xtao@ustc.edu.cn

1070-664X/2014/21(2)/022901/7/$30.00 VC 2014 AIP Publishing LLC21, 022901-1

PHYSICS OF PLASMAS 21, 022901 (2014)

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

222.195.74.202 On: Mon, 03 Mar 2014 01:38:32

http://dx.doi.org/10.1063/1.4865574
http://dx.doi.org/10.1063/1.4865574
http://dx.doi.org/10.1063/1.4865574
mailto:xtao@ustc.edu.cn
http://crossmark.crossref.org/dialog/?doi=10.1063/1.4865574&domain=pdf&date_stamp=2014-02-14


are demonstrated in Sec. III B. Our results are then summar-

ized in Sec. IV.

II. SIMULATION MODEL

We employ a standard one dimensional PIC simulation

model, in which the spatial variation is allowed only in z
direction but velocities are three dimensional. In this model,

particle’s phase space coordinates are updated by solving rela-

tivistic Lorentz equations using leapfrog-Boris algorithm.20

Currents are deposited at simulation girds, where Maxwell

equations are solved by a finite difference time domain

method to obtain electromagnetic fields. In our code, the

background magnetic field B0 is in the z direction. Only paral-

lel propagating waves with wave vector k k B0 are allowed.

Periodic boundary conditions of particles and fields are

employed. Since we are only interested in whistler waves,

ions are treated as fixed.

In all simulations below, we use 1024 cells with cell size

Dz ¼ 0:05 cX�1
e . Because we are mainly interested in the

time-asymptotic behavior of electron distributions, we run all

simulations for 1000 X�1
e with time step Dt ¼ 0:02 X�1

e .

Here, c is the speed of light in vacuum and Xe is the electron

cyclotron frequency. We use 2000 electrons per cell to reduce

numerical noise in electron velocity space distributions.

Only a single bi-Maxwellian distribution of electrons

with certain temperature anisotropy is used in the simulation.

According to, for example, Ref. 21, this distribution will

generate a spectrum of whistler waves with a maximum fre-

quency x�=Xe ¼ A=ðAþ 1Þ, where A � T?=Tk � 1 is the

temperature (T) anisotropy of a bi-Maxwellian distribution.

Here, subscripts ? and k are perpendicular and parallel

directions with respect to the background magnetic field,

respectively. Since we only allow parallel propagation of

waves, the resulting whistler waves are right-hand circularly

polarized with jdBxj=jdByj ¼ 1, as shown by Ref. 19. Here,

jdBij denotes the amplitude of dBi. The evolution of the

whistler wave spectrum and the corresponding wave particle

interaction process in a 1D PIC simulation have been studied

in detail in a previous work.21

III. RESULTS

A. A case study

In this section, we present detailed study and analysis of a

“nominal” case. The physical parameters of this case are taken

from Ref. 18. Since we use relativistic equations of motion for

electrons, the temperature anisotropy is A � ðu?=ukÞ2 � 1,

where u¼ cv with v the velocity and c the relativistic factor.

For parameters used in this case, however, c� 1. The initial

temperature anisotropy A¼ 2 with parallel plasma beta

bk ¼ 8pneTk=B2
0 ¼ 1:0. Here, ne is the electron density. The

plasma frequency xpe¼ 8Xe.

Shown in Figure 1 is the evolution of T?=Tk and differ-

ent components of averaged magnetic field intensity KB,

which is defined as

KB ¼
XNg�1

i¼0

dB2
i =NgB2

0: (1)

Here, the summation is over all grid points and Ng is the total

number of grid points. The temperature anisotropy decreases

rapidly with time in the growth phase (tXe � 20), and very

slowly after saturation (tXe � 100). The relaxation of the

temperature anisotropy leads to the decrease in the maximum

unstable frequency x* and the damping of higher frequency

modes in the system. This causes the slow decrease in the

wave intensity dB2 ¼ dB2
x þ dB2

y after saturation, as noted by

Ossakow et al.21 A similar slow decrease in wave magnetic

field energy density has been observed for electromagnetic

ion cyclotron waves (EMIC) waves and explained in a simi-

lar way by Seough and Yoon.22 Figure 1 also shows that

jdB2
x j � jdB2

y j, consistent with theories of whistler wave

instabilities.19

Figure 2 shows reduced distributions of electrons as a

function of perpendicular or parallel velocity at three different

times (tXe¼ 20, 400, 1000). The initial distributions of elec-

trons are shown in dashed lines, and distributions from PIC

simulations are shown in black sold lines. Blue lines are

fittings using a Maxwellian distribution function gMðxÞ
¼ CM expð�x2=x2

TÞ, and red lines are fittings using a 1D kappa

distribution function gjðxÞ ¼ Cjð1þ x2=jh2Þ�ðjþ1Þ
. Here,

CM; xT;Cj; j, and h are all fitting parameters. Note that the

kappa distribution function becomes a Maxwellian distribution

as j ! 1. To compare the goodness of fitting, we calculate

the chi-squared parameter defined by

v2 ¼
X

i

ðgðiÞ � gf ðiÞÞ2=gf ðiÞ; (2)

where gf is either gM or gj. In the time-asymptotic limit, as

represented by tXe¼ 1000, Figure 2 shows that for both gðu?Þ
and gðukÞ, the kappa distribution function provides better fit-

ting than the Maxwellian distribution function. For u?-distri-

bution, the fitting parameter j? ¼ 18:6 at tXe¼ 1000, and

FIG. 1. The evolution of T?=Tk (top) and different components of spatially

average normalized magnetic field energy density (bottom) in the nominal

case.
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v2 ¼ 1:72� 10�2 for the Maxwellian distribution, and

1.82� 10�3 for the kappa distribution. For uk-distribution, the

fitting parameter jk ¼ 23:9, and v2¼ 4.78� 10�3 for the

Maxwellian distribution, and 9.79� 10�4 for the kappa distri-

bution. Although the deviation from the Maxwellian distribu-

tion is small in this case, the presence of a non-Maxwellian

high-energy tail, which can be better fitted by a kappa distri-

bution, is clear. This conclusion is different from that of Ref.

18, probably because Gary and Wang18 focused on the ther-

mal part of the electron distributions only. The resulting elec-

tron distribution from interactions with whistler waves can be

better modeled using a kappa distribution function than a

Maxwellian distribution, even though we started the simula-

tion with a bi-Maxwellian distribution of electrons.

Figure 2 also demonstrates that in terms of the goodness

of modeling by kappa distribution functions, the uk- and u?-

distributions are different. The u?-distribution can be well

modeled by a kappa distribution at all three times. The uk-
distribution, however, can be well modeled by a kappa distri-

bution only at tXe¼ 400 and 1000, after the saturation of the

wave field (see Figure 1). The uk-distribution cannot be well

fitted by either a kappa distribution or a Maxwellian distribu-

tion at tXe¼ 20. The parameter v2� 0.03 for gjðukÞ and 0.04

for gMðukÞ. There is much less important heating for elec-

trons with uk� 0:3c than those with 0:1c � uk� 0:3c. The

acceleration of electrons with uk� 0:3c is only significant in

plots for tXe¼ 400 and 1000. To understand the evolution of

the uk-distribution, we plot in Figure 3 the frequency-time

power spectral density (PSD) of the wave magnetic field

recorded at an arbitrarily chosen point, since the system is

FIG. 2. Snapshots of reduced distribu-

tions as a function of perpendicular ve-

locity (left) or parallel velocity (right)

at tXe¼ 20 (top), 400 (middle), and

1000 (bottom). Electron distributions

from the PIC simulation are shown in

black, together with fittings using a

Maxwellian distribution function in

blue and a kappa distribution function

in red. The initial distribution is shown

in dashed lines.

FIG. 3. The frequency-time spectrogram obtained using wave magnetic

fields recorded at an arbitrary spatial point. Color-coded is the wave mag-

netic field PSD in arbitrary units.
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homogeneous. Note that the resonant velocity range of vk is

determined by the cyclotron resonance condition

x� kkv
R
k ¼ Xe; (3)

where x is the frequency and kk is the parallel wave number.

Using high-density approximation of the cold plasma whis-

tler dispersion relation, the resonant velocity is given by23

vR
k
c
¼ ðXe � xÞ3=2

xpex1=2
: (4)

Equations (3) and (4) indicate that for a given spectrum of

waves, there is a limit on the range of vR
k that can be affected

by resonant wave-particle interactions. On the other hand,

there is no such limit on v? in the non-relativistic case, hence

the wave field can resonantly interact with electrons with a

broad range of v?. This might be one possible reason for the

difference in fitting of u?- and uk-distributions using a kappa

distribution function shown in Figure 2. Note that from Eq.

(4), the resonant velocity is inversely proportional to whistler

wave frequency x. Figure 3 shows that at tXe¼ 20, there is

insignificant wave power for x � 0:1Xe, while after tX � 50,

there is significant wave power even for x� 0.05Xe. Using

simulation parameters of this case, we have for x¼ 0.1Xe,

vR
k ¼ 0:34c, and for x¼ 0.05Xe, vR

k ¼ 0:52c. These numbers

are roughly consistent with the range of uk that shows signifi-

cant heating at different times in Figure 2.

FIG. 4. The evolution of the average wave magnetic field density KB (black),

j? (blue triangle), and jk (filled blue diamonds) in the nominal case.

FIG. 5. Snapshots of reduced distribu-

tions as a function of perpendicular ve-

locity (left) or parallel velocity (right)

for A¼ 2.0 (top), 8.5 (middle), and

15.0 (bottom). Electron distributions

from PIC simulations are shown in

black, together with fittings using a

Maxwellian distribution function in

blue and a kappa distribution function

in red. The initial distribution is shown

in dashed lines.
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The different dependences of vR
k on x in case of cyclo-

tron and Landau resonant interactions might be one possible

reason for the different conclusions of this work and those of

Ref. 19. Gary et al.19 investigated the evolution of electron

distributions interacting with oblique whistler waves where

Landau resonance is very important. They found that the

resulting vk-distribution of electrons cannot be well modeled

by either a kappa distribution or a Maxwellian distribution,

because there is no significant heating for electrons with

higher parallel velocities. For Landau resonance, the reso-

nance condition is x� kkvR
k ¼ 0. Using quasi-longitudinal

approximation of whistler waves and x� Xe; vk decreases

with decreasing x. Therefore with shifting of wave spectrum

toward lower wave frequency, the range of vR
k that can be

affected by Landau resonance also shifts toward smaller par-

allel velocities. This makes heating of electrons with large vk
by Landau resonance ineffective, and the resulting vk-distri-

bution cannot be well modeled by either a kappa distribution

or a Maxwellian distribution.

The evolution of j? and jk indices is shown in Figure

4, together with average wave magnetic field energy density

KB in arbitrary units. Because the uk-distribution cannot be

well fitted by a kappa distribution near the saturation phase,

we remove the jk indices at tXe¼ 20 and 40. The evolution

of KB is usual showing the initial linear phase and then the

saturation stage starting from about t ¼ 20X�1
e . At the be-

ginning of the simulation, j? and jk are close to 1000,

FIG. 7. Snapshots of reduced distribu-

tions as a function of perpendicular ve-

locity (left) or parallel velocity (right)

for xpe/Xe¼ 2.0 (top), 5.0 (middle),

and 8.0 (bottom). Electron distribu-

tions from PIC simulations are shown

in black, together with fittings using a

Maxwellian distribution function in

blue and a kappa distribution function

in red. The initial distribution is shown

in dashed lines.

FIG. 6. The dependence of j? (triangle) and jk (filled diamonds) on the ini-

tial temperature anisotropy. Blue line is the saturation wave intensity.
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consistent with that the distribution is Maxwellian. At

t¼ 20X�1, j? � 40 indicating the formation of the

high-energy tail. The indices j? and jk stay roughly the

same after tXe¼ 200. The time-asymptotic values of j? and

jk are near 20.

B. Dependences of j index on the initial temperature
anisotropy and xpe/Xe

The value of the j index depends on various plasma pa-

rameters. While we cannot scan the full parameter space

using PIC simulations, we demonstrate here the dependences

of j? and jk on the initial temperature anisotropy and

xpe/Xe. Figure 5 shows u?- and uk-distributions of electrons

at tXe¼ 1000 for three runs with different initial temperature

anisotropies and xpe/Xe¼ 8. In all three cases, the kappa dis-

tribution function can better fit the electron distribution func-

tion than the Maxwellian distribution function. Also, it is

shown that the deviation becomes more significant as A
increases. The dependence of j? and jk on A is shown in

Figure 6. The blue dots in Figure 6 are the corresponding sat-

uration wave intensity Ks
B. Figure 6 indicates that a larger

initial temperature anisotropy results in larger saturation

wave amplitude. Therefore, electrons experience stronger

pitch angle and energy scattering in simulations with larger

initial temperature anisotropy, leading to a distribution that

is more different from a Maxwellian.

Figure 7 shows velocity distributions of electrons at

tXe¼ 1000 for three runs with different xpe/Xe and A¼ 3.

The deviation from a Maxwellian distribution becomes

more significant as xpe/Xe decreases. The dependence of j?
and jk on xpe/Xe is shown in Figure 8. As xpe/Xe decreases

from 8 to 2, the j? index decreases from about 14 to about

10 and jk decreases from about 16 to about 7, again show-

ing more significant deviation from a Maxwellian distribu-

tion as xpe/Xe decreases. The two studies about the

dependencies of j-indices on A and xpe/Xe further demon-

strate that the bi-Maxwellian character of electron distribu-

tions is not necessarily preserved in interactions between

electrons and whistler waves, and the deviation from the

Maxwellian distribution could be significant depending on

plasma parameters.

IV. CONCLUSIONS

In this work, we demonstrated that the bi-Maxwellian

character of electron velocity distributions is not preserved in

generation of parallel propagating whistler waves using self-

consistent PIC simulations. A high-energy tail of electron

distributions can be formed in this process, and a j-type distri-

bution function can better model the resulting electron distri-

bution than a Maxwellian in the time-asymptotic limit. At

least for the simulation parameters used, the bi-Maxwellian

distribution is not the equilibrium state of electrons if there is

enough temperature anisotropy that can drive whistler waves

unstable. Our results might explain at least partially why

observed distributions of electrons normally deviate from bi-

Maxwellian distributions. We also found that the values of the

j? and jk indices decrease with increasing initial temperature

anisotropy or decreasing xpe/Xe. Note that, however, in space

plasmas, the kappa index typically has a value between 2 and

6. Hence, whether or not the interaction process between elec-

trons and parallel propagating whistler waves alone is efficient

enough to give rise to some of the observed j-distributions is

unknown. Finally, we would like to point out that interactions

with whistler waves might not necessarily form kappa distri-

butions, since Gary et al.19 showed clearly that the resulting

high-energy tail of electrons could not be fitted by kappa-type

distributions when Landau-resonance is dominant. It thus

might be important to find the conditions of the formation of

electron kappa distributions due to interactions with whistler

waves. These are beyond the scope of the present work and

will be left as a future study.
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