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ABSTRACT

An alternative scenario to the plasma-emission model is proposed for coronal type III solar radio bursts.
According to this model, the radio bursts are produced inside a magnetic flux tube with density depletion by
a direct amplification of electromagnetic waves with frequencies near the electron gyrofrequency and its har-
monics. The amplification mechanism is the cyclotron-maser instability driven by a beam of flare-generated
streaming electrons. In the present discussion, a depletion factor of approximately 102 near the chromosphere
is assumed. The essential point is that in order to produce the electromagnetic waves near the fundamental
electron gyrofrequency, the present model requires 0:1 � fp=fg � 0:4 (where fp and fg denote the plasma fre-
quency and gyrofrequency, respectively) in the source region. The propagation of an amplified wave is ini-
tially confined within the magnetic flux tube until the wave arrives at a point where the local exterior cutoff
frequency is equal to the exiting wave frequency. The proposed model is spurred by the consideration that
above an active region where the emission is presumed to originate, the ambient magnetic field is strong
enough that, in contrast to conventional theories, it cannot be ignored. Preliminary analysis leads to some
encouraging results, on the basis of which wemay resolve a number of long-standing issues raised by observa-
tions. The proposed scenario also implies a fundamentally different interpretation of the observed frequency
drift in the dynamic spectrum.

Subject headings: masers — plasmas — Sun: radio radiation

1. INTRODUCTION

Type III solar radio emission has been studied and dis-
cussed extensively by many authors during the past several
decades. The central issue is how a beam of fast electrons
leads to the generation of electromagnetic waves with fre-
quencies close to the local plasma frequency (i.e., plasma
emission), as suggested by observations. A pioneering
theory put forth to explain the observed fundamental (F)
and harmonic (H) bands was proposed by Ginzburg &
Zheleznyakov (1958). Further discussions on this topic
emerged in subsequent years (e.g., see reviews by Goldman
1983 andMelrose 1985 for early theoretical efforts).

More recent discussions of refined plasma-emission mod-
els can also be found in works by Cairns (1987a, 1987b,
1987c), Robinson & Cairns (1994, 1998a, 1998b, 1998c),
Robinson, Willes, & Cairns (1993), Robinson, Cairns, &
Willes (1994), Willes, Robinson, & Melrose (1996), Wu,
Yoon, & Zhou (1994), Yoon &Wu (1994), and Yoon (1995,
1997, 1998). Among these theories, Robinson, Cairns, and
their coworkers proposed the stochastic-growth theory, cul-
minating in a three-part series (Robinson & Cairns 1998a,
1998b, 1998c). These authors address a number of outstand-
ing issues that had not been satisfactorily accounted for on
the basis of early theories. Lately, this model has also been
applied to bidirectional type III bursts (Robinson & Benz
2000).

In the plasma-emission theory, the beam-generated Lang-
muir waves play a pivotal role. The differences in existing
theories are only in the details by which the excited Lang-
muir waves are partly converted to electromagnetic waves,

but invariably they all assume that the source region of type
III bursts is characterized by a very weak ambient magnetic
field, so that its effects on the emission process can be
ignored. Although this approximation may be justified for
source regions sufficiently far away from the Sun, it is not
obvious that it is appropriate for the emissions taking place
near an active region in the low corona where the electrons
are strongly magnetized. There is observational evidence
that type III bursts (as well as several other types of solar
radio emissions) are indeed produced in these regions (Kai,
Melrose, & Suzuki 1985; Suzuki & Dulk 1985; Poquerusse
&McIntosh 1995).

The notion that motivates the present discussion is that
near an active region, direct emission of radiation is possible
via a cyclotron-maser instability mechanism, which is the
known emission mechanism for the Earth’s auroral kilomet-
ric radiation and other planetary radio emissions. The pur-
pose of the present paper is to report some preliminary
findings from our recent efforts. Since the physics of the
cyclotron-maser instability is fairly well known, we mini-
mize theoretical details and only provide some calculations
relevant to observations. The organization of the paper is as
follows: In x 2 basic considerations relevant to the proposed
model are discussed. Then, the emission model is described
in x 3. In xx 4–6 we present the discussion and concluding
remarks.

2. SOME BASIC CONSIDERATIONS

2.1. Duct with Density Depletion

Among the observed features associated with both type II
and III bursts, the occasional occurrence of two emission
bands (Wild, Murray, & Rowe 1954) had a great impact on
the development of theoretical models. Because at a given
time the two bands have a frequency ratio approximately
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equal to 2, it is postulated that one is the fundamental (F)
component, with frequencies close to the local plasma fre-
quency ( fp), while the other represents the harmonic (H)
component, with frequencies close to 2fp.

Early theories assumed that these waves are generated in
the same source region. However, subsequent observational
studies raised doubts about this interpretation (Smerd,
Wild, & Sheridan 1962; Bougeret et al. 1970; McLean 1971;
Stewart 1972, 1974a; Mercier & Rosenberg 1974; Rosen-
berg 1975; Daigne 1975a, 1975b; Dulk & Suzuki 1980). It is
found that F- and H-band waves observed at a fixed fre-
quency occupy the same apparent source positions (Smerd
et al. 1962; McLean 1971; Stewart 1972, 1974a, 1974b; Dulk
& Suzuki 1980), which is not immediately compatible with
the plasma-emission model. This finding prompted several
researchers to propose scattering and group delay as possi-
ble causes (Steinberg et al. 1971; Riddle 1972, 1974; Leblanc
1973), but these are generally not satisfactory (Suzuki &
Dulk 1985).

Two subsequently proposed ideas deserve mention. First,
Duncan (1979) noted that if the emission of waves takes
place inside an underdense duct where the interior density is
at least 4 times less than the exterior density, then F- and H-
component waves with the same frequency would exit the
duct at the same altitude. The second scenario, proposed by
Robinson (1983), stresses that overdense density fibers may
result in wave scattering that tends to shift the apparent
source heights of both the F and H components. These
effects were further elaborated in several papers (Bougeret
& Steinberg 1977; Roelof & Pick 1989; Benz 1993;
Poquerusse &McIntosh 1995).

The notion that underdense and overdense flux tubes
exist in solar corona grew out of the data acquired with
white-light coronagraphs or soft X-ray images that show
fibrous density structures extending over a large distance.
Physically, such a density corrugation can be understood
from the fact that the plasma beta in the corona is generally
very low. As a result, small magnetic field variation in the
transverse direction can result in large density variation per-
pendicular to the magnetic field, while the plasma density
along the field lines remains smooth. The model to be dis-
cussed in this paper emphasizes the effect of underdense
ducts. However, our model postulates that the interior den-
sity is much lower than that implied by Duncan (1979).

2.2. The Ratio fp=fg in a Density-depleted Duct

It turns out that the ratio fp=fg (where fp and fg denote the
plasma frequency and electron gyrofrequency, respectively)
is an important parameter in the model to be discussed. For
this reason, a discussion of the density and magnetic field
models is necessary.

Numerous models for the electron density profile in the
corona are available in the literature, as reviewed by New-
kirk (1967), Dulk (1985), and McLean (1985). A recent
study by Aschwanden & Benz (1997) also gives a detailed
discussion of electron density near a flare site. Their discus-
sion covers the acceleration sites but is restricted to low alti-
tudes, and they infer the electron density on the basis of
radio observations, assuming that the emission frequency is
at the local plasma frequency.

In our model, the coronal electron density n0 (i.e., the
electron density exterior to the duct) above an active region

is assumed to be

n0ðRÞ ¼ 109R�6 cm�3 ; ð1Þ

which qualitatively corresponds to the Newkirk model in
the low corona (Newkirk 1967). Within the density-depleted
duct, the electron density n is postulated as

nðRÞ ¼ n0ðRÞ
102gðRÞ þ 1

;

gðRÞ ¼ 1� tanh
R� 5

2

� �
; ð2Þ

where in equations (1) and (2), R is the distance measured
from the center of the Sun in units of R�. Expression (2)
reflects the fact that the density at low altitudes is depleted
by a factor of 10�2. The analytic expressions (1) and (2) are
introduced to facilitate the analysis and calculations to be
discussed later.

The subject of solar magnetic fields is reviewed in a num-
ber of publications (e.g., Zirin 1966; Zheleznyakov 1970;
Newkirk 1967, 1971; Dulk &McLean 1978) from which the
reader may realize that to model the magnetic field in
regions of interest to us is by no means easy. Near an active
region, the magnetic fields usually have very complex struc-
tures. Moreover, the local magnetic field near a leading sun-
spot could be many times higher than the average magnetic
field at the same altitude elsewhere. Owing to the localized
nature of an active region, a simple magnetic field model as
a function of altitude is not possible. All available magnetic
field models are inferred from indirect measurements that
include radio observations of type II and type V bursts.
Because theoretical understanding of these radio phenom-
ena is still limited to this date, uncertainties are inevitable in
all available models.

Our discussion is merely concerned with the variation of
the magnetic field along the path of the electron beam. Con-
sidering open field lines emanating from an active region,
we choose to adopt the Newkirk model (Newkirk 1967,
1971). Since type I and type III bursts are believed to be gen-
erated in regions above a leading sunspot, we postulate that
a model with a strong magnetic field may be appropriate. It
is based on this consideration that the choice is made. The
model magnetic field B and the density profile exterior to
the duct, n0, are shown in Figure 1, in which these quantities
are plotted as a function of distance R, normalized to the
solar radius.

Here we remark that the choice of interior density model
described by equation (2) is based on two basic considera-
tions: First, according to observations, F-H pair emission
usually occurs in a frequency range corresponding to a
few MHz < f � 200 MHz (Suzuki & Dulk 1985). It turns
out that the optimum range of fp=fg for the operation of
maser instability is 0:1 � fp=fg � 0:3, as is discussed in x 3.
Thus, we have manipulated the density depletion factor so
that fp=fg remains in the range 0:1 � fp=fg � 0:3 over the
altitudes where the local gyrofrequency varies from 200
down to a fewMHz. Second, as is discussed in x 5, the maxi-
mum interior plasma frequency, which occurs at the bottom
of the corona, may represent the highest frequency of a type
V emission event. It is well known that type V emission
tends to diminish progressively as the frequency increases.
The peak frequency varies from a few tens of MHz to about
100MHz. In the present case, we arbitrarily choose 30MHz
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to signify the highest interior plasma frequency. (We could
also consider a higher frequency [but below 100 MHz] and
yet still fulfill the first requirement, provided that the func-
tional form of eq. [2] is appropriately modeled.) Here we
stress that the density and magnetic field models are consid-
ered mainly for the purpose of illustration.

In Figure 2 we show the ratio fp=fg, computed on the basis
of the model magnetic field and density, versusR. The quan-
tity fp0=fg represents the frequency ratio corresponding to
the exterior region, while fp=fg represents the same ratio
within the density-depleted duct. Note that fp=fg indeed
remains lower than 0.5 over the altitude range 1 < R < 2.

3. THE GENERATION OF OBSERVED RADIATION

The purpose of this section is to describe a maser-beam
instability that can lead to direct amplification of high-
frequency electromagnetic waves. We suggest that type III
solar radio emission in the low corona is produced via this
process.

It is believed that enhanced Alfvén waves exist perva-
sively in the solar corona. Our model assumes that these
waves can pitch-angle scatter the streaming electrons. The
pitch-angle scattering is more effective for fast electrons.
The basic physical picture is as follows: while a streaming
electron moves along the ambient magnetic field with speed
vb and interacts with a wave field �BW, it experiences an elec-
tric field �vb�BW , which accelerates the electron in the
transverse direction. Clearly, the higher the velocity along
the ambient magnetic field, the more effective the scattering.
In the wave frame, the kinetic energy of the electron is con-
served, which implies that in the observer’s frame, the elec-
tron energy is approximately conserved (because the Alfvén
speed is low in comparison to the beam speed), but its pitch
angle will change. The unperturbed distribution function is
constructed on the basis of two constants of motion,mv2=2,
the total energy, and the canonical angular momentum,
p? � eA?�=c, where A? denotes the vector potential of the
Alfvén wave field and � is the relativistic factor.

We introduce the normalized momentum u ¼ p=mc. The
model distribution function of the beam electrons
Fbðuk; u?Þ, where uk and u? are momentum components
parallel and perpendicular to the ambient magnetic field,
respectively, is given by

Fbðuk; u?Þ � exp �ðu� u0Þ2

D2
� ðu? � usÞ2

�2

" #
; ð3Þ

where u ¼ ðu2k þ u2?Þ
1=2, D and � denote the momentum dis-

persions in the radial and perpendicular directions, respec-
tively, u20 represents the average normalized beam kinetic
energy, and us is a constant. Hereafter, we assume that D is
small in comparison to the beam momentum u0. We also
assume that � > D. To facilitate our discussion, we hence-
forth rewrite equation (3) as

Fbðuk; u?Þ ¼ D exp �ðu� u0Þ2

D2
� ð

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� l2

p
� �Þ2

�2

" #
; ð4Þ

where we have defined that l ¼ uk=u � uk=u0, � � us=u0,
� � �=u0, and

1

D
¼ 2�D3 u0

D
e�u2

0
=D2

þ
ffiffiffi
�

p

2
1þ

2u20
D2

� �
1þ erf

u0
D

� �� �

�
Z 1

0

dl exp �ð
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� l2

p
� �Þ2

�2

" #
: ð5Þ

Besides the effect of pitch-angle scattering by Alfvén
waves, the magnetic field gradient might also affect the beam
distribution function. We argue that in the presence of
excited waves with frequencies close to the gyrofrequency,
the electron magnetic moment is not conserved. Even if the
magnetic moment can be approximately conserved, we
expect that its effect on the distribution function is less
important than that of the pitch-angle scattering, since the
spatial scale length of the pitch-angle scattering process is

Fig. 1.—Assumed magnetic field and electron density profiles vs. radial
distanceR.

Fig. 2.—Ratio of the plasma frequency to the gyrofrequency vs. radial
distance R. Here, fp0 and fp denote the plasma frequency outside and inside
the duct, respectively, and fg is the electron gyrofrequency.
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far shorter than the scale height of the ambient magnetic
field.

The distribution function described by equation (3) can
lead to a maser instability. Basically, the nature of the insta-
bility is qualitatively similar to that of the usual maser
instability driven by a loss-cone distribution (see reviews by
Melrose 1986, p. 194; Benz 1993, and references therein), or
to a partial-shell distribution (Yoon, Weatherwax, &
Rosenberg 1998). We are interested in fast electromagnetic
waves with two independent polarizations, i.e., the O (ordi-
nary) and X (extraordinary) modes. The dispersion relation
for these waves can be written as

N2
� ¼ �� ð� ¼ X ; OÞ ;

�X ¼ 1�
f 2p

f ðf þ 	fgÞ
; �O ¼ 1�

	f 2p
f ð	f � fg cos 
Þ

;

	 ¼ sþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2 
þ s2

p� � f 2p � f 2

j f 2p � f 2j ; s ¼ ffg sin
2 


2j f 2p � f 2j ; ð6Þ

where h is the wave phase angle defined with respect to the
ambient magnetic field. The temporal cyclotron growth/
damping rate, which includes damping by the background
electrons, is given by

f �i ¼ �

2

f 2p
f

1

1þ T2
�

� 	
R�

X1
n¼�1

Z
d3u 1� l2

� 	

� �

� ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ u2

p
� nfg

f
�N�ul cos 


�

�
(

f

fg
K� sin 
þ T�ðcos 
�N�ulÞ½ � Jnðb�Þ

b�

þ J 0
nðb�Þ

)2

u
@

@u
þ ðN�u cos 
� lÞ @

@l

� �
Feðu; lÞ ; ð7Þ

where

RX ¼ 1�
	f 2p fgð1þUÞ
2f ð f þ 	fgÞ2

; RO ¼ 1þ
	f 2p fg cos

2 
ð1�UÞ
2f ð	f � fg cos2 
Þ2

;

U ¼ 	2 � cos2 


	2 þ cos2 


f 2 þ f 2p
f 2 � f 2p

; b� ¼ f

fg
N� sin 
uð1� l2Þ1=2 ;

TX ¼ � cos 


	
; TO ¼ 	

cos 

; KX ¼

f 2p
f 2 � f 2p

fg sin 


f þ 	fg
;

KO ¼
f 2p

f 2 � f 2p

	fg sin 


	f � fg cos2 

: ð8Þ

Here JnðbÞ is the Bessel function of the first kind, with the
prime denoting the derivative with respect to the argument.

The temporal growth rate for the X and Omodes, respec-
tively, is numerically computed on the basis of the above
formula. As a sample case, let us choose u0 ¼ 0:5,
D ¼ 0:1u0, � ¼ 0:3, and � ¼ 0:2, for which the bulk average
velocity is roughly 0.4c. In Figure 3 (top) we show the maxi-
mum temporal growth rates of the X and O modes as func-
tions of the parameter fp=fg. Figure 3 (bottom) displays
contour plots of the growth rates versus normalized wave
frequency and the wave-normal directions. Hereafter, we
introduce the shorthand notations X1 and O1 to denote X-

and O-mode waves near the gyrofrequency, while X2 and
O2 are waves near the second harmonic, 2�. It is seen that
all excited waves have nearly perpendicular propagations
except X1.

The temporal growth rate fi in a finite source region may
not necessarily be the best quantity to characterize the prop-
erty of a given mode, owing to convective effects. Thus, we
also calculate the spatial amplification rate, denoted by C,

� ¼ fi
vg

;

where vg is the group velocity. In Figure 4 we present the
maximum value of C versus the parameter fp=fg.

The essential findings of the instability analysis can be
summed up as follows:

1. The bandwidth of the excited F or H waves is finite but
narrow.
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Fig. 3.—Top: Normalized maximum growth rates vs. the ratio fp=fg.
Bottom: Contour plots of the growth rate as functions of frequency and
wave normal angle h, for fp=fg ¼ 0:1. In obtaining these numerical results,
the beam velocity is taken to be 0.4c. We also choose D ¼ 0:1u0 and
� ¼ 0:3. X and O denote the X mode and O mode, respectively. Suffixes 1
and 2 indicate the fundamental and second harmonic components,
respectively.
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2. The amplification is suppressed if the ratio fp=fg is too
small, which implies that the instability will not be operative
at very low altitudes.
3. In our model, the region that covers the primary

frequency range of interest is characterized by
0:1 < fp=fg < 0:3, as shown in Figure 2. In this region, the
X1 mode prevails over O1, while the X2 mode has a higher
growth rate than O2. Here we note that although the X1
spatial growth rate is higher than that of X2, the effective
distance for amplification of an X2 mode is much longer,
since the detuning effect on the resonance condition by the
magnetic field gradient is more significant on the X1 waves.
This is because X1 modes initially propagate with oblique
phase angles, while X2 waves propagate in nearly perpen-
dicular directions.
4. As shown in Figure 3 (bottom), X2 and O1 waves with

a negative wavevector kk parallel to the ambient magnetic
field, or equivalently, with 
 > 180	, can be excited as well.
These waves are significant in a plausible scenario for type V
bursts.
5. Growth rates of both O3 and X3 are small and negli-

gible in comparison to X2.

To summarize, a preliminary conclusion is that in a
strongly magnetized plasma, a beam of fast electrons can
lead to direct amplification of electromagnetic waves with
frequencies close to the fundamental and second harmonic
of the electron gyrofrequency, provided that the ratio fp=fg
is sufficiently small, as shown in Figure 3 (top). We suggest
that type III bursts are produced by a cyclotron-maser
instability driven by electrons streaming through a density-
depleted duct in which the ratio of the local plasma fre-
quency to the electron gyrofrequency, fp=fg, is sufficiently
low (see Fig. 2). In this model, the observed F-H pair emis-
sion corresponds to electromagnetic waves with frequencies
close to the local electron gyrofrequency ( fg) and its second
harmonic (2fg), instead of the plasma frequency ( fp) and its
harmonic (2fp). Since the excited waves are produced inside
a low-density duct, the waves are initially confined to the
duct, until they escape from the ‘‘ apparent source ’’ at
higher altitudes where the wave frequency matches the local
cutoff frequency. In this way, the observed dynamic spec-
trum is affected by both the exterior plasma frequency and
the gyrofrequency in the actual source region.

If an observer detects the emitted waves at a fixed fre-
quency, then the observed waves would be seen as having
two consecutive bursts. The reason is because the streaming
electrons first excite waves at a certain altitude where the
local electron gyrofrequency is close to the wave frequency.
Then, as the beam electrons move up the field, they will
excite waves at a second site at a higher altitude, where the
wave frequency is close to twice the local gyrofrequency. In
this sense, the notions proposed in Rosenberg (1975) and
Daigne (1975b) are compatible with our model.

The observation of the F component is subject to two
conditions. First, the F waves can be excited only if the elec-
tron density inside the duct is sufficiently low (Fig. 3 [top]).
In contrast, the H waves are excited over a wider range of
fp=fg. Second, the F waves are much more directive than the
H waves, a point to be discussed later. Consequently, the F
waves are expected to be less observable.

The present model does not rule out the possibility that
the plasma emission mechanism may also be operative in
the duct (Duncan 1979; Robinson & Cairns 1998a). How-
ever, the available theories for the plasma emission mecha-
nism cannot be immediately applied to the physical regions
modeled in our theory, since these theories are valid for
regions where the ambient magnetic field is weak. A strong
magnetic field not only affects the physical kinetics but also
modifies the nonlinear wave-wave and wave-particle proc-
esses. The emission process in the present model is by direct
amplification, which is in general more efficient than indi-
rect conversion processes. Furthermore, with the severe
density depletion considered in our model, the emitted wave
frequency that results from the plasma emission process
would be too low to be of interest anyway. Study of the non-
linear saturation of the excited waves is beyond the scope
of the present discussion.

Finally, the present model does not include the effects of
density irregularities that are considered by others (Duncan
1979; Robinson & Cairns 1998a). These authors find that
the density turbulence can cause electromagnetic rays with
frequencies near the plasma frequency, i.e., can cause the F
component (under the assumption that these waves are
excited by the plasma emission mechanism) to be randomly
reflected and trapped, thereby leading to a significant time
delay in comparison to the wave with frequency near twice
the plasma frequency (H component), which is unaffected
by the density irregularity. In the future, it is desirable to
consider such an effect in the context of our model. How-
ever, since the primary constraint on the wave propagation
in our model comes from the severely density-depleted duct
that acts as a waveguide for the electromagnetic rays, we
believe that small-amplitude density fluctuations will not
affect the main conclusion of our work.

4. DISCUSSION

In the preceding sections, we have presented a brief
description of the proposed scenario. In the following, we
discuss consequences of such an emission model. To facili-
tate our discussion, we first present Figure 5, in which we
plot the interior and exterior plasma frequency, the gyrofre-
quency, and its second harmonic. We also plot the X-mode
cutoff frequency outside the duct that determines the alti-
tude at which the waves exit the duct. All these quantities
are computed on the basis of the density and magnetic field
models described in x 2.
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Fig. 4.—Normalized spatial amplification rate vs. the ratio fp=fg for the
case shown in Fig. 3.
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4.1. Wave Propagation in a Duct

To estimate the ‘‘ propagation ’’ speed of a wave inside
the duct is a desirable task. Since the amplified waves ini-
tially propagate in directions either nearly perpendicular
(X2) or oblique (X1) to the ambient magnetic field, it is
anticipated that they must undergo multiple reflections off
the density wall before they escape to free space.

Making use of the present density and magnetic field
models, we can estimate the radial distance L each wave
must traverse before exiting. Since waves with different fre-
quencies are generated at different altitudes, we can consider
the distance L as a function of the wave frequency, as shown
in Figure 6 (top). The quantity L can be viewed as a measure
of the projected duct length in the radial direction. As fre-
quency decreases with increasing altitude, the correspond-
ing distance L increases. In Figure 6 (top) we consider the
situation in which both F- and H-component waves are
excited inside the duct and assume that emission starts at
the altitude where the H-mode frequency is equal to the
exterior X-mode cutoff frequency.

In order to estimate the propagation velocity, we consider
a straight duct. Its cross section is considered to vary with
altitude, which can be determined from the conservation of
magnetic field flux. In the calculation, both the F and H
waves are assumed to satisfy the X-mode dispersion rela-
tion, and we make use of Snell’s law. We assume that the
transverse profile of the interior electron density at a given
altitude is nearly constant. We also consider that the initial
wave normal direction for X2 is close to 90	, whereas for
X1, the angle is�60	 (Fig. 3 [bottom]).

The computation was carried out with several values of
effective duct radius at the starting altitude. We then com-
puted the propagation velocity along the duct. It turns out
that numerical results are insensitive to the duct radius. On

Fig. 5.—Interior and exterior plasma frequency, the X-mode cutoff
frequency, and the gyrofrequency, as well as its second harmonic, plotted
vs. the altitude R (R ¼ 1 at the photosphere). Here, R0 marks the initial
position where the type III emission commences. The plot is based on the
density models andmagnetic field model discussed in x 2.

Fig. 6a

Fig. 6b

Fig. 6.—(a) Radial distance L vs. frequency of the emitted waves calcu-
lated from Fig. 5. At a given frequency, the F wave has a longer distance to
propagate than the H wave before exiting. (b) Top: Estimates of propaga-
tion speeds vs. frequency of the emitted wave. These estimates are obtained
by considering straight ducts pointing in the radial direction. They only
represent the upper bounds of the propagation speeds. Bottom: Angle of
propagation � at the exit vs. frequency of the F wave and the H wave. The
quantity � is defined to be the angle between the ray path and the ambient
magnetic field, which is parallel to the duct axis.
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the basis of the same consideration in Figure 6a, the propa-
gation speed vp is plotted in Figure 6b (top) as a function of
the emitted wave frequency. For convenience, vp is spatially
averaged over the distance traversed by each wave before
exiting. In Figure 6b (bottom) we plot the angle between the
ray path of a wave and the axis of the duct, �, versus wave
frequency. This result has an important implication on the
directivity. We return to this point later in x 4.4.

Since a realistic duct should lie along the ambient mag-
netic field lines in the corona, which is neither straight nor
necessarily in the radial direction, the actual length of the
duct is in general much longer than L. Moreover, the curva-
ture of a bending duct can also seriously affect the propaga-
tion speed. In view of these difficulties, we note that a
general and rigorous discussion is evidently not feasible.
Thus, readers should bear in mind that the results displayed
in Figure 6b (top) represent the upper bounds of the propa-
gation speeds of F waves and H waves. However, two quali-
tative conclusions may be pertinent: First, F waves have a
higher propagation speed than H waves. Second, as shown
in Figure 6b (bottom), ray paths of F waves are nearly paral-
lel to the ambient field when they exit from the duct.

Owing to the different duct lengths and propagation
speeds associated with the F waves and H waves, there are
important consequences. Among them is the initial time
delay between the F waves and H waves that is generally
observed (e.g., Suzuki & Dulk 1985). Conventional theories
suggest that this time delay might be due to the effect of the
group delay of the F waves, which have frequencies close to
the local plasma frequency (e.g., Stewart 1974b; Robinson
&Cairns 1998a).

In the following, we offer an alternative explanation.
From Figure 5 one can see that H waves always exit at a
lower altitude than F waves before they escape. If F and H
waves are initially produced at R0, the F component exits at
R1, while the H wave exits at R2. As a result, it is expected
that the F component trails the H component with a time
delay. This time delay should occur for all subsequently
emitted waves. To quantify the actual time delay is not so
straightforward, however. For a qualitative estimate, we
can either assume an effective duct length longer than what
is shown in Figure 6a or assume an effective propagation
speed projected onto the radial direction. The estimated ini-
tial time delay turns out to be on the order of a few seconds.
Finally, we note that the F waves in our model lie close to
the X-mode cutoff frequency. However, numerical tests find
that the effect of group delay does not lead to a significant
time delay.

4.2. H/F Frequency Ratio

It is well known that the observed H/F frequency ratio of
type III bursts at a given time in the dynamic spectrum is
usually below 2. The average value is roughly �1.8 (Wild,
Murray, & Rowe 1954; Stewart 1974b). The explanation
based on the present model is as follows: Two factors affect
the H/F frequency ratio. First, X1 waves have a maximum
amplification rate above but near the cutoff frequency,
which in the strong field region is fgð1þ f 2p =f 2g Þ, while X2
waves have a maximum amplification rate near
2fg= 1þ u20

� 	
1=2. Thus, we expect that the H/F frequency

ratio should be about 2½1=ð1þ u20Þ
1=2 � f 2p =f 2g �. Second, the

time delay of F-mode over H-mode waves, which occurs
over a broad range of frequencies, may further reduce the

H/F ratio observed at a given time. In theories based on the
plasma emission process, it is often suggested that the H/F
frequency ratio is dictated by the scattering of the F waves
by density fluctuations (Robinson &Cairns 1998a).

A couple of remarks are necessary at this point. First, it is
important to reiterate that in the above discussion, the
quantity f 2p =f 2g is specified in the source region rather than at
the exit region. One should remember that it is attributed to
the consideration that X1 waves have frequencies close to
the cutoff frequency f � fgð1þ f 2p =f 2g Þ in the source region.
Second, observations discussed in the literature seem to sug-
gest that the beam velocities range from 0.2c to 0.6c and the
H/F frequency ratio on average is about 1:8
 0:14 (e.g.,
Suzuki & Dulk 1985). According to our model (see Figs. 2
and 5), the ratio fp=fg varies with altitude, and so does the
H/F frequency ratio. For instance, in low-altitude regions,
where fp=fg � 0:1 0:2, the H/F frequency ratio is estimated
to be 1.67 for u0 ¼ 0:6 and 1.88 for u0 ¼ 0:2. At higher alti-
tudes, where fp=fg � 0:3, the same is estimated to be 1.53 for
u0 ¼ 0:6 and 1.78 for u0 ¼ 0:2.

4.3. Dynamic Spectrum

A sample numerically calculated dynamic spectrum is
plotted in Figure 7 (left). The calculation is carried out with
the following choice of parameters: The beam velocity pro-
jected onto the radial direction is considered to be 0.1c,
while an effective propagation speed is chosen to be 0.4
times that shown in Figure 6b for F waves and H waves; we
assume that type III emission initiates at t ¼ 0, and F waves
have starting frequencies around 90 MHz. In this case, we
find an initial time delay of about 1.5 s.

At this point, it would be appropriate to explain why
we chose a low beam velocity 0.1c to calculate the
dynamic spectrum, while for the instability calculation,
we chose u0 ¼ 0:5 (which corresponds to an average par-
allel beam speed of �0.4c). The latter choice of u0 ¼ 0:5
was made with respect to the observations that suggest
an average beam speed of roughly 0.2c–0.6c. However,
the dynamic spectrum calculation is based on a one-

Fig. 7.—Left: Calculated dynamic spectrum in time. In obtaining it, we
have considered a number of assumptions, as discussed in the text. Right:
For the purpose of comparison, a dynamic spectrum based on the plasma
emission hypothesis, denoted by f 0F . In obtaining it, we have considered
similar conditions to those used for obtaining the left panel. It is seen that
the present model gives rise to a higher rate of frequency drift.
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dimensional model in which all quantities depend only
on the radial distance R. Since in general the flux tubes
in which the radio source is embedded are not only
three-dimensional but also curved, physically we ought to
adopt an ‘‘ effective ’’ beam velocity rather than that used
in the discussion of the instability. Conceptually, this
effective beam velocity can be considered as the beam
velocity projected onto the radial direction. In the present
discussion, we postulate that the effective beam velocity
might be taken to be in the range 0.1c–0.3c. The choice
of 0.1c demonstrates that even if such a low value is
used, the present model still leads to a fairly high fre-
quency drift.

Two remarks are pertinent. First, according to the
present model, the dynamic spectrum yields a higher rate of
frequency drift than that in the case in which the radiation is
generated via the plasma emission process. Second, in the
present model, a wave at the apparent source has a fre-
quency higher than the local plasma frequency because it
must have a frequency slightly above the local X-mode cut-
off frequency rather than the local plasma frequency, as
indicated in Figure 5.

This finding has some significant implications. In the
past, the beam speed was estimated on the basis of the
assumption that the spectrum is dictated by the density
profile in the corona. Combined with a density model,
the beam speed can then be computed from the observed
frequency drift. If our scenario is true, then the usual
interpretation of the observed dynamic spectrum will lead
to an overestimation of the beam velocity. This point
seems to be consistent with the discussions by Dulk
(2000) and Dulk, Steinberg, & Hoang (1987), who argue
that the actual beam velocity may be much lower than
that previously suggested in the literature. On the other
hand, the proposed scenario can be used as an indirect
means to estimate the coronal magnetic field. In Figure 7
(right) we have generated a dynamic spectrum based on
the plasma-emission model with the same beam velocity.
For simplicity, we only present the F component ( f 0F ). In
the same figure, we also show the F component depicted
in Figure 7 left) for comparison ( fF).

4.4. Polarization and Directivity

According to Figure 4, at the fundamental gyrofrequency
fg, the X1 dominates over O1 over the range 0:1 �
fp=fg � 0:3, while at the harmonic 2fg, X2 dominates over
O2. The range of fp=fg values greater than �0.3 is not of
practical interest, since the altitude range characterized by
fp=fg > 0:3 corresponds to emission frequencies below the
observable range from ground-based facilities. From this,
we claim that both F and H components should be
X-mode polarized.

However, this conclusion is based on the present density
model. Different models with less severe density depletion
may correspond to higher fp=fg. For this reason, it is impor-
tant to consider the further implications of Figure 4. For
instance, according to Figure 4, the O1 mode would be the
only fundamental emission if 0:4 � fp=fg � 1, while X2
would still prevail over O2. Similarly, if fp=fg > 1, no funda-
mental emission is possible, and only the X-mode polarized
H component is expected.

Here we note that although Figure 4 was obtained for a
specific set of physical parameters, dependence of the results

on parameters other than fp=fg, such as average beam speed,
momentum spread associated with the beam electrons, etc.,
appears to be less critical. Therefore, we believe that the spa-
tial growth properties of various modes are well represented
by Figure 4 in an overall sense. We also note that linear
stability analysis only describes the initial conditions for
wave growth. To complete the discussion, one must evalu-
ate the saturation wave amplitudes.

A consensus reached on the basis of available observa-
tions appears to be that in the event of F-H pair emission,
the sense of polarization for the F component is the same as
that of the H component (Dulk & Suzuki 1980; Suzuki &
Dulk 1985). However, our theory implies that an O-mode
polarized F component and an X-mode polarized H compo-
nent should be possible when the source region is character-
ized by 0:4 � fp=fg � 1. The issue is, then, why such cases
are not observed.

Our tentative explanation is based on the difference
between the wave energy density associated with the O
mode versus the X mode. We expect the O-mode wave
intensity to be much lower than that of X1 waves, because
the spontaneous emissivity of O1 waves is generally much
lower than that of X1 waves. To see this, let us denote the
wave energy by W and the spontaneous emissivity by S.
Then the equation for wave energy density along the ray
path can be written as

dW

dt
¼ 2fiW þ S ; ð9Þ

where !i is the temporal growth rate. The first term on the
right-hand side describes an induced emission process, while
the second term represents spontaneous emission. In gen-
eral, both fi and S are time-varying quantities. Equation (9)
in quasi-linear approximation is discussed by Wu (1968)
andMelrose (1980), for instance.

Here we remark that the spontaneous emissivity S is dif-
ferent from that computed for thermal equilibrium, for
which Swould exactly balance�2j fijW . In the present case,
few thermal electrons with energies 100–200 eV can resonate
with the unstable waves that are excited by the beam elec-
trons with bulk kinetic energy �100 keV. In short, we can
simply ignore the thermal electrons in equation (9).

For the sake of discussion, however, let us treat fi and S as
quasi-stationary. Then equation (9) yields

WðtÞ � Wð0Þe2fit þ S

fi
ðe2fi t � 1Þ ; ð10Þ

which implies that if the initial seed perturbation is small,
Wð0Þ � 0, then the leading term forWðtÞ is

WðtÞ � Se2fit

fi
: ð11Þ

To compute the quantity S, let us simplify the situation
by considering waves propagating in nearly perpendicular
directions and pay attention to the case f � fg. If we denote
SO and SX to be the O-mode and X-mode emissivity, respec-
tively, then one can obtain

SO �
Z

d3u u2l2J2
1 ðbOÞ

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ u2

p
� fg

f
�NOul cos 


� �
Feðu; lÞ ; ð12Þ
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SX �
Z

d3u u2ð1� l2ÞJ2
0 ðbX Þ

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ u2

p
� fg

f
�NXul cos 


� �
Feðu; lÞ ; ð13Þ

where F is the distribution function of the emitting elec-
trons. One can further simplify the situation by noting that
J2
15 J2

0 � 1 for bO, bX5 1. Thus, we see that SO5SX ;
hence, the O-mode intensity is expected to be generally
much lower than that of the Xmode.

Past discussions of type III polarization in the literature
seem to favor the O mode, but there are uncertainties. All
the discussions are based on some kind of inference or
hypothesis. The difficulty stems from the fact that existing
methods of observation can only measure the sense of polar-
ization of the radiation, rather than the actual wave mode
(see the recent discussion along this line by Wu, Yoon, & Li
2000b).

Another important issue concerns the directivity of F
and H waves. In this regard, Figure 6b (bottom) is rele-
vant, on the basis of which we had concluded that the F
component has much higher directivity than the H com-
ponent. This is to be expected on an intuitive ground,
since the F waves initially propagate in the oblique direc-
tions, while H waves are excited with wavevectors pri-
marily along perpendicular directions. Moreover, F
waves must propagate much longer along the duct and
emerge from the end of the duct much later when com-
pared to the H component generated at the same source.
These seem to be in good agreement with observations
(Caroubalos & Steinberg 1974; Caroubalos, Poquerusse,
& Steinberg 1974; Dulk & Suzuki 1980; Suzuki & Dulk
1985) that conclude that F components of F-H pairs are
generally more directive than H components. As a result,
H components should be more observable than F compo-
nents. Perhaps this could contribute to why F-H pairs
are less observed than single-banded type III emissions.
In contrast to the present model, the standard plasma
emission mechanism tends to favor H components as
being more directive, since F-component waves are more
susceptible to scattering by density fluctuations.

5. COMMENTS ON THE RELATION BETWEEN
TYPE III AND TYPE V EMISSIONS

Although solar radio bursts of various types show differ-
ent spectral characteristics, some of themmay actually share
the same underlying emission process. We propose that type
III and V emissions are such an example.

Spectral type V emission generally appears as a broad-
band diffuse afterglow that immediately follows a type III
emission (Wild, Sheridan, & Trent 1959b; Wild, Sheridan,
& Neyland 1959a; Weiss & Stewart 1965; Labrum & Dun-
can 1974; Robinson 1977, 1978; Dulk & Suzuki 1980),
which implies that type V radio emission is closely associ-
ated with type III bursts. It is therefore possible that the two
phenomena may result from the same emission model. In
the following, we offer a preliminary discussion.

We advocate that the maser instability responsible for
type III bursts may also result in type V emission. The out-
standing point is that type III emission is due to X-mode
waves propagating in an upward direction (parallel to
the beam velocity, i.e., waves with kk > 0), whereas type V

emission is due to O-mode waves propagating in a down-
ward direction (antiparallel to the beam velocity, with
kk < 0). For type V emission, downward O1 waves are most
relevant, although in principle, O2 and X2 waves with
kk < 0 can also be excited. Let us explain.

Our discussion assumes at the outset that in the source
regions, the parameter !p=� is sufficiently small that the
instability condition is met. We note that the O2-mode
growth rate is at least an order of magnitude smaller
than that of O1 waves; hence, O2 waves can be ignored.
Although the X2 growth rate may be comparable to that
of O1, downward X2 waves would be reflected immedi-
ately because the X-mode cutoff frequency is between �
and 2�. Thus, only O1 waves can propagate to a low-
altitude region, where they will be reflected when the
local plasma frequency is equal to the wave frequency.
The reflected O-mode will then propagate back upward
and escape at high altitudes where the exterior plasma
frequency is equal to the wave frequency. We suggest
that these waves are observed as type V waves. Thus, the
polarization of type V emission is in the sense of the O
mode, while type III bursts are X-mode polarized. The
opposite polarizations of the two types of emissions seem
to be in agreement with observations (Dulk, Suzuki, &
Gary 1980; Suzuki & Dulk 1985).

Let us consider downward O-mode waves with frequen-
cies around 30 MHz, for instance. The radial distance
between the point of excitation and the reflection point,
which can be visually estimated from Figure 5, is roughly
0.5R�. On the other hand, for downward waves with nearly
perpendicular propagation, the effective propagation speed
along the duct is expected to be very low. If we postulate the
effective propagation speed to be 0.1c or lower, then we esti-
mate that the time required between excitation and exit
from the duct is at least a few tens of seconds.

In regions where the ratio fp=fg is small, the X- and O-
mode cutoff frequencies are significantly different. This
point implies that type III and V bursts would exit at differ-
ent altitudes and points. Consequently, their apparent
source positions are expected to be different. This may
account for the observed position shift reported in the
literature.

In our model, the density-depleted duct extends to the
upper chromosphere. We suppose that the interior electron
density (and thus the local plasma frequency) is highest at
the lower end of the duct. This maximum plasma frequency
is important to the discussion of the type V emission because
those downward propagating O-mode waves with frequen-
cies above it would propagate into the chromosphere and be
absorbed because of collisional damping. This may explain
why type V emission usually occurs with low frequencies,
say several tens of megahertz, and rarely happens above
100 MHz. In the present discussion, we arbitrarily choose
30 MHz to be the maximum interior plasma frequency, and
we have modeled the interior electron density accordingly.
However, any choice of frequency between 10 and 100MHz
would be acceptable.

That the cyclotron-maser model lends itself to a unified
model of type III and V bursts is a strength of the present
scenario. To the best of our knowledge, no such generaliza-
tion is available within the context of the plasma-emission
model. Amore detailed quantitative analysis of type V emis-
sion within the context of the present model will be reported
in a forthcoming article.
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6. CONCLUDING REMARKS

To summarize, we have proposed a model to explain type
III radio bursts in the solar corona near active regions,
where the ambient magnetic field is supposed to be strong.
In contrast, conventional models that ignore the effects of
the ambient magnetic field may be appropriate for inter-
planetary type III emission. Our model relies on the exis-
tence of underdense ducts in the corona (Duncan 1979), and
the underlying radiation emission mechanism is a beam-
maser instability that leads to direct amplification of radia-
tion. It is assumed that the electron density inside the duct is
significantly lower than the outside. In the proposed model,
we find that the emission of the fundamental component
requires 0:1 � fp=fg � 0:4 in the source region. Thus, in the
present discussion we have considered an arbitrary deple-
tion factor of approximately 102 near the chromosphere.
The assumed depletion factor may be lower if a stronger
magnetic field model is used.

One of the consequences of our model is that the observed
frequency drift reflects the decreasing magnetic field
strength along the path of the streaming electrons, rather
than the density, as assumed in conventional theories. The
frequency of an emitted wave is determined by the local
gyrofrequency at the ‘‘ true ’’ source altitude where the mode
is generated. The local gyrofrequency at low altitudes can
be much higher than the local plasma frequency. However,
in the ‘‘ apparent ’’ source region where the waves escape,
the X-mode cutoff frequency, which is higher than the local

exterior plasma frequency, dictates the exit point of the radi-
ation from the duct.

The discussion presented in this paper is preliminary.
More research is needed to fully understand many related
issues. Finally, some comments on the recent work by Wu,
Li, & Yoon (2000a) and Wu et al. (2000b) are necessary.
One of the shortcomings pertains to the fact that the model
is rather sensitive to the geometrical configuration of the
magnetic field and density gradient in the source region. It is
also implicitly required that the plasma be quiescent and
that small-scale density or magnetic irregularities be absent,
so that the dispersion relation of the gyroharmonics can be
meaningful. These requirements and assumptions may not
be satisfied in the real coronal situation.
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